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1 The Poisson Summation Formula and Integrability of the
Fourier Transform

This lecture was given by a guest lecturer.

1.1 The Poisson summation formula

Recall that if Ek(x) =2πik·x, then {Ek : k ∈ Zn} is an orthonormal basis of L2(Tn). We
have also shown the following:

Theorem 1.1. If f ∈ L1(Rn), then the series
∑

k∈ZN τkf converges pointwise a.e. and in

L1(Tn) to a function Pf such that ‖Pf‖1 ≤ ‖f‖1. Moreover, P̂ f(k) = f̂(k).

We have also shown the following theorem in the Rn case, but here is the form of the
theorem in the Tn case.

Theorem 1.2 (Hausdorff-Young inequality). Suppose that 1 ≤ p ≤ 2 and q is the the
conjugate exponent of p. If f ∈ Lp(Tn), then f̂ ∈ `q(Zn), and ‖f̂‖`q(Zn) ≤ ‖f‖Lp(Tn).

Theorem 1.3 (Poisson summation formula). Suppose that f ∈ C(Rn) satisfies |f(x)| ≤
C/(1 + |x|)n+ε and |f̂(ξ)| ≤ C/(1 + |ξ|)n+ε for some C, ε > 0. Then∑

k∈Z
f(x+ k) =

∑
k∈Zn

f̂(k)e2πil·x,

where both series converge absolutely and uniformly on Tn. In particular,∑
k∈Zn

f(k) =
∑
k∈Zn

f̂(k).

Proof. Since |f(x)| ≤ C/(1 + |x|)n+ε, for all x ∈ Tn,

|f(x+ k)| ≤ C

(1 + |x+ k|)n+ε
≤ C ′

(1 + |k|)n+ε
.
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Then compare ∑
k∈Z

C

(1 + |k|)n+ε
∼
∫
Rn

1

(1 + |x|)n+ε
dx.

This implies that ∑
k∈Zn

f(x+ k)
C(Tn)

= Pf(x)

for all x ∈ Tn.
By the previous theorem, we have Pf ∈ L1(Tn) and P̂ f(k) = f̂(k). Then Pf ∈ L2(Tn),

and since {Ek : k ∈ Zn} is an orthonormal basis of L2(Tn), we have

Pf
L2(Tn)

=
∑
k∈Zn

P̂ fe2πik·x =
∑
k∈Zn

f̂(k)e2πik·x.

By the decay of f̂ , Pf(x)
C(Tn)

=
∑

k∈Zn f̂(k)e2πik·x.

1.2 Integrability of the Fourier transform

The Fourier inversion theorem shows how to use f̂ to represent f is f, f̂ ∈ L1(Rn). In Tn,
if f ∈ L1(Tn) and f̂ ∈ `1(Zn), then the Fourier series∑

k∈Zn

f̂(k)e2πik·x

converges absolutely and uniformly to a function g. Since `1 ⊆ `2, it follows that f ∈ L2

and the serires converges to f in L2. Hence, f = g a.e. We have 2 questions:

1. Under what conditions is f̂ integrable?

2. How can f be recovered from f̂ if f̂ is not integrable?

Theorem 1.4. Suppose that f is periodic and absolutely continuous on R, and f ′ ∈ Lp(T)
for some p > 1. Then f̂ ∈ `1(Z).

Proof. By integration by parts, f̂ ′(k) = 2πikf̂(k). Hence, by Hölder’s inequality,

∑
k 6=0

|f̂(k)| ≤

(∑
k

(2π|k|)−p
)1/p

︸ ︷︷ ︸
=:Cp

∑
k 6=0

(2π|kf̂(k)|q)1/q


= Cp

∑
k 6=0

|f̂ ′(k)|q
1/p
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≤ Cp‖f̂ ′‖`q(Z).

Since Lp(T) ⊆ L2(T) for p > 2, we can assume that 1 < p ≤ 2. By the Hausdorff-Young
inequality, ∑

k 6=0

|f̂(k)| ≤ Cp‖f ′‖Lp(T).

Adding |f̂(0)| to both sides, we see that

‖f̂‖`1(Z) <∞.

Lemma 1.1. If f, g ∈ L2(Rn), then (f̂ ĝ)∨ = f ∗ g.

Proof. By assumption, we know that f̂ , ĝ ∈ L2(Rn). Then f̂ ĝ ∈ L1(Rn). So (f̂ ĝ)∨ makes
sense. So for x ∈ Rn, define h(y) = g(x− y). Then ĥ(ξ) = ĝ(ξ)e−2πiξ·x. Then

f ∗ g(x) =

∫
Rn

fh =

∫
f̂ ĥ =

∫
f̂(ξ)ĝ(ξe2πiξ·x dξ = (f̂ ĝ)∨.
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